
Sets in Prikry Exten-
sions

by Peter Koepke, Bonn

Set Theory Meeting, ILLC Amsterdam 1 3. 8. 2007



Theorem 1 . ( Kanovei, K. , . . . ) Let M0 � U0 is a measure on κ0 . Let C be a
Prikry sequence for U0 over M0 . Then

∀Z ⊆ κ0 , Z ∈ M0 [C ] ∃C ′ ⊆ CM0 [Z ] = M0 [C
′ ] .

Hence the constructib ility degrees of subsets of κ0 over the ground model M0 are
parametrized by P(ω) /fin .

Conjecture.

∀Z ∈ M0 [C ] ∃C ′ ⊆ CM0 [Z ] = M0 [C ′ ] .

2



1 . Prikry forcing

Definition 2.

��� �� � � ��� �	 ��
 � is the partial order (P, 6 ) defined by

P = { ( a , A) | a ∈ [κ0 ] < ω , A ∈ U0 , max ( a) < min (A) }
and

( a , A) 6 ( b , B ) iff a \ b ⊆ B ∧ A ⊆ B.
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If G is P-generic over M0 then

C =
⋃

( a , A ) ∈ G
a

is a Prikry sequence for U0 , i . e.

∀A ∈ P(κ0 ) ∩M0 (A ∈ U0↔ C \ A is finite) .

Proposition 3.

a ) M0 [G ] = M0 [C ] .

b ) Vκ 0 ∩M0 = Vκ 0 ∩M0 [C ] .

c ) Cardinals are abso lute be tween M0 and M0 [C ] .

d ) C is cofinal in κ0 of ordertype ω.
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Theorem 4. ( A. Dodd, R. B. Jensen) If a regular cardinal κ is turned into a sin-
gular cardinal of cofinality ω then κ is measurab le in an inner model and there is
a Prikry sequence for that measure .
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2 . Iterated Ultrapowers

Definition 5. Define the

�� � � � � � � 


(Mm , Um , κm , πmn)m6 n6 ω

of (M0 , U0 ) by recursion:

− π0 0 = id

− πm, m+ 1 : Mm→Mm+ 1 = Ult(Mm , Um) is the ultrapower ofMm by Um

− πi , m+ 1 =
{
πm , m+ 1 ◦ πi m if i 6 m
id if i = m + 1

− Um+ 1 = πm, m+ 1 (Um) , κn+ 1 = πm, m+ 1 (κm)

− Mω , (πmω )m< ω is the

� � �
 � �� ��� � direct limit of the system (Mm ,
πmn)m6 n< ω

− Uω = π0 ω (U0 ) , κω = π0 ω (κ0 )
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Proposition 6.

a ) πmω � κm = id

b ) Mm = {π0m( f ) ( κ0 , � , κm− 1 ) | f ∈ M0 , f : κ0
m→M0}

c ) ∀A ∈ P(κω ) ∩ Mω (A ∈ Uω ↔ {κm |m < ω } \ A is finite ) , i . e . , {κm |m < ω }
is a Prikry sequence for Uω .
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3. An Intersection Model

Set M = Mω , κ = κω , U = Uω , D = {κm |m < ω } .

Definition 7. Define an

��
 � � � � �	 � � � 
 � � � � �

by

N =
⋂

m< ω

Mm

Proposition 8. The intersection model N equals M [D ] , the Prikry extension by
D .
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Theorem 9.
∀Z ⊆ κ , Z ∈ M [D ] ∃D ′ ⊆ D M [Z ] = M [D ′ ]
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Wellorder ascending sequences α0 < � < αm− 1 and β0 < � < βn− 1 lexicographi-
cally from the top: (α0 , � , αm− 1 ) ≺ ( β0 , � , βn− 1 ) iff there is some i such that

αm− 1 = βn− 1 , � , αm− i = βn− i , βn− i− 1 exists, and if αn− i− 1 exists, then

αm− i− 1 < βn− i− 1 .
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Lemma 1 0. Let u ∈ Mn . Le t α0 < � < αm− 1 be ≺ -minimal such that there is
f ∈ M0 , f : κ0

m→M0 such that

u = π0 n( f ) (α0 , � , αm− 1 ) .

Then {α0 , � , αm− 1 } ⊆ {κ0 , � , κn− 1 } .
If α0 < � < αm− 1 is ≺ -minimal such that

u = π0 n( f ) (α0 , � , αm− 1 )

and ifmoreover u ⊆ κn then α0 < � < αm− 1 is ≺ -minimal such that

u = π0 ω ( f ) (α0 , � , αm− 1 ) ∩ κn .
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Proof. Assume that {α0 , � , αm− 1 } * {κ0 , � , κn− 1 } and let i be maximal such
that α i

� {κ0 , � , κn− 1 } . Let κ l be minimal such that αi < κ l . By the representa-
tion theorem there is some g ∈ M0 , g : κ0

l →M0 such that

α i = π0 l ( g) ( κ0 , � , κ l − 1 ) .

Then

α i = π0 n( g) (κ0 , � , κ l − 1 ) .

Let β0 < � < βr− 1 enumerate

{κ0 , � , κ l− 1 } ∪ {α0 , � , α i− 1 , α i+ 1 , � , αm− 1 } .

Note that ( β0 , � , βr− 1 ) ≺ (α0 , � , αm− 1 ) .
Let

(κ0 , � , κ l − 1 ) = ( βj0 , � , βjl − 1 )

and

(α0 , � , α i− 1 , α i+ 1 , � , αm− 1 ) = ( βk 0 , � , βk i − 1 , βk i+ 1 , � , βkm − 1 ) .

Define h : κ0
r→M0 by

h ( ξ0 , � , ξr− 1 ) = f ( ξk 0 , � , ξk i − 1 , g( ξj0 , � , ξjl − 1 ) , ξk i+ 1 , � , ξkm − 1 ) .
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Then

u = π0 n( f ) (α0 , � , αm− 1 )

= π0 n( f ) (α0 , � , α i− 1 , π0 n( g) (κ0 , � , κ l − 1 ) , α i+ 1 , � ,

αm− 1 )
= π0 n( f ) ( βk 0 , � , βk i − 1 , π0 n( g) ( βj0 , � , βjl − 1 ) , βk i+ 1 , � ,

βkm − 1 )

= π0 n( f ) ( β0 , � , βr− 1 )

contradicting the minimality of (α0 , � , αm− 1 ) . �
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Proof of Theorem 9 .

For Z ∈ M the theorem is obvious. So consider Z ⊆ κ , Z ∈ M [D ] \M .
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Lemma 1 1 . κ is singular in M [Z ] .

Proof. Assume not. For m < ω let

Z = π0m( fm) ( κ0 , � , κm− 1 ) ∈ Mm .

Then Z ∩ κm = π0m( fm) ( κ0 , � , κm− 1 ) ∩ κm and

Z ∩ κm = π0 ω ( fm) ( κ0 , � , κm− 1 ) ∩ κm .
So in the model M [Z ] ,

∀ζ < κ∃m < ω∃ ξ0 , � , ξm− 1 < ζ : Z ∩ ζ = π0 ω ( fm) ( ξ0 , � , ξm− 1 ) ∩ ζ.

This defines regressive functions, and there are values m0 and η0 , � , ηm0 such
that for a stationary set S ⊆ κ

∀ζ ∈ S Z ∩ ζ = π0 ω ( fm0 ) ( η0 , � , ηm0− 1 ) ∩ ζ.
But then

Z = π0 ω ( fm0 ) ( η0 , � , ηm0− 1 ) ∈ M.

Contradiction. �
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Lemma 1 2 . In M [Z ] , there is an infinite subset D0 ⊆ D (which is cofinal in κ).

Proof. Let {αν | ν < γ} ∈ M [Z ] be cofinal in κ where γ < κ . Without loss of gen-
erality, γ < κ0 .
Work in M0 . For ν < γ consider the minimal κm such that αν < κm and a ≺ -
minimal sequence κ

�

ν ⊆ D such that for some fν

αν = π0m( fν ) (κ

�

ν ) .

Since γ < κ0

(π0 ω ( fν ) | ν < γ) = π0 ω ( ( fν | ν < γ) ) ∈ M
we can, in M [Z ] , define κ

�

ν as the ≺ -minimal sequence such that

αν = π0 ω ( fν ) ( κ

�

ν ) .

Let D0 =
⋃
ν < γ κ

�

ν ∈ M [Z ] , D0 ⊆ D . If D0 were finite then

{αν | ν < γ} ⊆ {π0 ω ( fν ) ( κ
�
) | ν < γ, κ

� ⊆ D0} ∈ M
would make κ singular in M , contradiction. �
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Work in M0 . Let λ0 < λ 1 < � enumerate D0 . For m < ω let κ

�

m ⊆ D be ≺ -min-
imal such that there is fm ∈ M0 , fm : κ0

length ( κ

�

m ) →M0 such that

Z ∩ λm = π0 ω ( fm) ( κ

�

m) ∩ λm . ( 1 )

Let D ′ = D0 ∪
⋃
m< ω κ

�

m ⊆ D . Observe that

(π0 ω ( fm) |m < ω) = π0 ω ( ( fm |m < ω) ) ∈ M. ( 2 )

By ( 1 ) and ( 2) , Z ∈ M [D ′ ] .

Conversely, D0 ∈ M [Z ] , and (κ

�

m |m < ω) can be defined in M [Z ] by: κ

�

m is ≺ -
minimal such that

Z ∩ λm = π0 ω ( fm) ( κ
�

m) ∩ λm .

Hence D ′ ∈ M [Z ] .

Thus M [Z ] = M [D ′ ] . �
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Proof of Theorem 1 .
We want to show that the top condition

( ∅ , κ0 )  Φ( Ċ ) ≡ ∀Z ⊆ κ0 ∃C ′ ⊆ Ċ M0 [Z ] = M0 [C
′ ] ,

Assume not, and let M0 � “( a , A)  ¬Φ( Ċ ) ”.
By elementarity, M � “(π0 ω ( a) , π0 ω (A) )  ¬Φ( Ċ ) ”.
Let {κm | n 6 m < ω } ⊆ π0 ω (A) . Then π0 ω ( a ) ∪ {κm | n 6 m < ω } is a Prikry
sequence for π0 ω (U0 ) and

M [π0 ω ( a) ∪ {κm | n 6 m < ω } ]

is a generic extension where (π0 ω ( a) , π0 ω (A) ) is in the generic filter corre-
sponding to π0 ω ( a) ∪ {κm | n 6 m < ω } . Hence

M [π0 ω ( a) ∪ {κm | n 6 m < ω } ] � ¬Φ(π0 ω ( a ) ∪ {κm | n 6 m < ω } )

Since the model M [C ] and the formula Φ(C) are invariant w. r. t . finite variations
of C

M [D ] � ¬Φ(D )

But this contradicts Theorem 9. �
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